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Introduction
Site selection requires consideration of a comprehensive set of
factors and balancing of multiple objectives in determining the
suitability of a particular area for a defined land use. The selec-
tion of an industrial site involves a complex array of critical fac-
tors drawing from economic, social, technical, and environmental
disciplines. Respect for legislation and public awareness of envi-
ronmental issues make the selection of suitable locations for fa-
cilities increasingly complicated, particularly when the facilities
may have an adverse impact on neighbors or the environment.
For developers searching for a site and for the city or county that
wants to attract industry, the key is the ability to incorporate
appropriate information and use it effectively, considering its
complexity and diverse nature. The motivation for this study is
recognition that current spatial decision making could benefit
from more systematic methods for handling multi-criteria prob-
lems while considering the physical suitability conditions. Tradi-
tional decision support techniques lack the ability to
simultaneously take into account these aspects.

With the recent technological development of computer
hardware and software, geographic information systems (GIS)
have emerged as useful computer-based tools for spatial descrip-
tion and manipulation. Although often described as a decision
support system, there have been some disputes regarding
whether the GIS decision support capabilities are sufficient
(Djokic 1991, Zhang 1991, Jankowski 1995). Since current
GIS do not provide decision-making modules that reason a
decision and are primarily based on manual techniques and
human judgments for problem solving, the individual should
have the decision rules in place before GIS can be utilized. Other
limitations in current GIS approaches include a failure to pro-
vide methods to consider individual preferences and to evalu-
ate trade-offs among the decision criteria essential to
multi-criteria problems such as site selection.
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Thus, two perspectives on developing better decision capa-
bilities of GIS can be identified: one by including a ‘decision’
module and the other by including a ‘prioritization’ capability.
This study demonstrates how decision processes can be included
into GIS by coupling them with the expert system’s program-
ming capabilities based upon experts’ decision logic. Just as an
expert possessing knowledge and experience in a specialized do-
main uses reasoning rules and expertise to solve a problem, an
expert system can embody the logic of such expertise. Logical
decision steps can be programmed into the computer to solve
problems or provide information in a specialist’s domain.

In addition to an expert system, this study employed a
method for assigning priorities to conflicting decision criteria
called the analytic hierarchy process (AHP) developed by Tho-
mas Saaty. The AHP is a multi-criteria decision method that uses
hierarchical structures to represent a problem and then develops
priorities for alternatives based on the judgment of the user (Saaty
1987a). Saaty has shown that weighing activities in multi-crite-
ria decision making can be effectively dealt with via hierarchical
structuring and pairwise comparisons. Pairwise comparisons are
based on forming judgments between two particular elements
rather than attempting to prioritize an entire list of elements (Saaty
1980). Adding the prioritization module for setting priorities
enhances existing GIS analyses and visualization capabilities. This
study illustrates a method for constructing an integrated system
of these three decision support tools (the GIS, the expert sys-
tems, and the AHP module), and applies it to an industrial site
selection problem that searches for sites for manufacturing facili-
ties in a regional scale.

Remarks on GIS-integration Issues
Although the capabilities of GIS have proved their usability in a
multitude of applications, there has also been increasing interest
in coupling GIS with other decision support systems. However,
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Figure 2. Classification of GIS-integration methods in terms of the di-
rection of interaction.

due to the relatively limited experience and insufficient under-
standing of the needs and technical capabilities, the proper inte-
grated use of GIS with other decision tools has been limited. In
addition, these systems generally originate from or are used in
different backgrounds, or user communities have sometimes dis-
couraged researchers and practitioners from obtaining their inte-
grative potential. In this section, previous approaches are examined
for the purpose of clarifying the relevance of this study to them.
First, different viewpoints in classifying the integration approaches
are described. Alternative methodologies found in the literature
are then categorized and compared, particularly centered around
expert systems and mathematical models as the counterpart mod-
ules of the GIS.

Classifications of Systems Integration
Some discussion on this topic has presented different viewpoints
by which the methods of linkage between GIS and other deci-
sion-making tools can be identified. The most frequently cited
classification scheme is the architectural basis for integration,
where integration is expressed in terms of the closeness or the
extent to which two separate systems are interfaced (Goodchild
et al. 1992, Nyerges 1992, Fedra 1993). Examples of this include
loose coupling, tight coupling, and full integration (Figure 1).

In loose coupling, two systems exchange files such that a
system uses data from the other system as the input data. Actu-
ally, at this level of integration, the two systems run indepen-
dently and no system modification or programming takes place
except that the data of one system need to be edited as necessary
for the proper format to the other system. Due to its simplicity,
this technique is found in most approaches that involve integra-
tion of systems; however, manipulating the exchange files tends
to be cumbersome and error prone. Tight coupling involves writ-

ing some form of programs to automate or facilitate the integra-
tion process between the components. The two systems share
not only the communication files but also common user-inter-
face. This is achieved by using macro languages such as Arc Macro
Language (AML) which is provided by the Arc/Info GIS pack-
age. Although the AML is not suited to perform complex nu-
merical manipulations, relatively simple forms of calculations can
be formulated inside AML codes and it can invoke external pro-
grams, which enables the user to interact with both systems
through a user-interface without having to quit either system. In
full integration, a more complete integration can be achieved by
creating user-specified routines through generic programming
languages such as FORTRAN or C and adding them into the
existing set of commands or routines of the GIS package. This
requires such resources as source codes or command libraries and
relatively complicated programming, which is not available to
most GIS users.

Anselin et al. (1993) classified the integration approaches
based on the direction of interaction between the systems into
three broad types: one-directional integration, two-directional
integration, and dynamic integration (Figure 2).

One-directional integration moves information via a single
flow that originates either in the GIS or in the decision support
tool of interest. In the movement of information from the GIS
to the other decision support module, the data generated in the
GIS serve as the input data to the second module. Compara-
tively, the flow in the opposite direction involves using the data
from the decision tool in the GIS for direct visualization or fur-
ther analyses. Two-directional integration links the systems in a
form that simply combines the two aspects of the one-directional
integration. Most approaches that employ this method start from
the GIS module generating the appropriate data for the counter-

Figure 1. Classification of GIS-integration methods in terms of the ex-
tent of integration.
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part decision support module. This performs the required opera-
tions in the second module, and ultimately uses resultant data to
add to the existing attribute data set in GIS and creates maps
based on this newly created information. While two-directional
integration involves one-time flow of information, dynamic in-
tegration enables the data flow between the decision tool and the
GIS to move back and forth flexibly based on the user’s needs.
Such dynamic iteration can be performed by developing the user-
interface that allows the user to interact with either system through
graphical menu-based tools. This type of integration may be es-
pecially useful in cases where revision of data or the decision sce-
narios is desired after examining the results obtained from an
intermediate iteration.

Integration with Expert Systems
Expert systems (often called knowledge-based systems) comprise a
software technology that can replicate certain aspects of expertise
and can manipulate both qualitative and quantitative knowledge.
This technology offers planners new ways of organizing, formaliz-
ing, and manipulating context-specific knowledge and problems
(Masri and Moore 1993). Such systems are viewed as a means of
overcoming the limitations found in current deterministic model-
based approaches to problem solving (Han and Kim 1989).

Numerous expert systems have already been developed for
spatial problems promising the possibilities of incorporating spa-
tial information into expert reasoning processes. One popular area
in applying the expert systems technique was assisting local plan-
ners in municipal regulations (Davis and Grant 1987, Shaw et al.
1993). Although it was demonstrated that an expert system can
adequately embody planning regulations, it could not represent
the relationship between spatial location and nonspatial regula-
tion, which is crucial especially when decision rules depend on a
geographic location. Similar limitations in utilizing stand-alone
expert systems for solving spatial problems include concern with
applications in site selection and suitability analysis (e.g., Suh et al.
1988, Han and Kim 1990, Han et al. 1991, Amha et al. 1994).

The expert systems in spatial problem solving became more
sophisticated as GIS data began to be associated into the system
processes. Efforts to fix the deficiencies of GIS utilizing expert
system techniques have increased since the mid 1980’s (e.g.,
Peuquet 1984, Coulson et al. 1987, Robinson et al. 1987, Fisher
1989, Wright 1990, Lu and Xiang 1992, Lam and Swayne 1993,
Maidment and Evans 1993, Navinchandra 1993, Cowen and
Ehler 1994). An integrated expert system and GIS have been
referred to as an expert GIS or a knowledge-based GIS, when
focusing on the stored facts or rules. An expert GIS have shown
such benefits as enabling a novice GIS user to carry out a range
of operations similar to an experienced user by making user in-
teraction with GIS easier.

One category of expert GIS contains those applications that
mainly address GIS for spatial feature extraction or classification.
An early example of such applications was a study by Peuquet (1984)
that used stored logical rules as a self-checking mechanism to de-
tect and correct data errors. A similar study was done by Leung

and Leung (1993a, b). In this, the expert system was used for spa-
tial data classification with remotely sensed data and regular GIS
data layers. A notable aspect was that they employed fuzzy logic to
correct the unrealistic regional classification by which the borders
of a region are sharply defined based on Boolean logic.

Another broad category includes applications that incorpo-
rate GIS data and operating capabilities into an expert system to
form a geographic decision support system for resource manage-
ment, territorial planning, or land suitability analysis. Djokic
(1991) linked the Arc/Info GIS with an expert system to create a
drainage network assessment system that checks for complete-
ness and connectivity of network elements of GIS data. Evans
et al. (1993) stated in their study that the improved version of
SITE CODE (Shaw et al. 1993) can provide regulatory informa-
tion to the user by linking regulatory facts stored in a database to
sites located in a GIS through an expert system query interface.
A study by Miller (1994) illustrated an increased utility of inte-
grated decision tools by showing how the GIS can be coupled
not only to the knowledge base but also to the environmental
model to address vegetation change problems.

Integration with Mathematical Models
Although a model can be viewed, inclusively, as an attempt to gen-
eralize or simplify the relationships observed in nature, this exami-
nation concerns the scope of mathematical models as external
decision support tools from the viewpoint of the GIS. Rather than
examining types of models exhaustively, efforts were made to elicit
how the GIS were used for representative types of mathematical
models among those found in GIS-related literature.

The most frequently observed research topic involves the
use of GIS as the data provider for establishing some sort of con-
stants of a model (e.g., Fisher 1991, Campbell et al. 1992,
Chuvieco 1993, Haddock and Jankowski 1993, Xiang 1993,
Brown et al. 1994, Cromley 1994; Warwick and Haness 1994).
Campbell et al. (1992) and Chuvieco (1993) presented the ap-
plication of linear programming (LP) in combination with GIS
in planning land use strategies. The LP model is a mathematical
model that maximizes or minimizes some objective function sub-
ject to a set of constraints. Chuvieco (1993) designed a test ap-
plication of the LP-GIS to maximize the most labor-intensive
organization of land use. The objective was constrained by lim-
ited resources and the GIS were used for demarcating resource
availability by means of overlay map analysis.

A similar study by Xiang (1993) employed a multi-objective
LP technique. In many practical situations, it would be desirable to
achieve a solution that is “best” with respect to multiple criteria rather
than one criterion as in Chuvieco (1993) (i.e., maximizing labor
productivity). In multi-objective LP, all objectives are assigned target
levels for achievement and a relative priority on achieving these lev-
els. It then attempts to find an optimal solution that is “as close as
possible” to the targets in the order of specified priorities. However,
the major drawback of multi-objective LP is that it requires the user
to formulate the model by specifying constraints and variables and
to quantify the priorities in advance, which is difficult in reality.
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By contrast, preference-oriented methods generally interact
with the user for preference setting during the analysis. The mul-
tiple criteria decision making (MCDM) techniques have proved
useful in situations that require the selection of the best alterna-
tive from the number of feasible choices in the presence of mul-
tiple decision criteria and diverse criterion priorities. Some
applications coupled with the GIS are found in recent research
approaches (e.g., Carver 1991, Eastman et al. 1993, Jankowski
and Richard 1994, Jankowski 1995, Hickey and Jankowski 1997).
Jankowski and Richard (1994) illustrated how a land suitability
problem can be solved using the MCDM-GIS by enabling the
procedure to select a site and set priorities in a systematic man-
ner, taking into account spatial and nonspatial information. A
study by Hickey and Jankowski (1997) was notable in terms of
the level of coupling. In this, the contribution of the GIS was
considered not only as a method for data gathering but also as
the tool for mapping the result. A composite overlay map was
visualized in the GIS that reflects the weights for criteria obtained
from the MCDM module.

Other MCDM techniques include a method called the ana-
lytic hierarchy process (AHP), which has recently gained attention
in GIS applications due to its ability for dealing with the multiple
factors required in most GIS site suitability analyses. The primary
popularity of this method can be found in the fact that users with
a non-mathematical background are provided with steps to handle
complex criteria through forming a hierarchical structure and per-
forming pairwise comparisons. Banai (1993) used this technique
in combination with GIS. Banai (1993) had the search for landfill
area guided by the relative weights of the suitability factors ob-
tained in the AHP. Notably, the fuzzy set theory by Zadeh (1990)
was also employed in assigning shadings with the union of various
polygon buffers generated by GIS overlay operations. Although
the approach by Zadeh (1990) is viewed to be notable for address-
ing the trade-off problem among conflicting criteria, it leaves some
room for improvement as a land evaluation technique as follows.
First, decision-making processes such as site suitability analysis not
only require numerical weighting of criteria as in Zaheh’s approach
but also involve steps using judgment. Such qualitative processes
can be effectively manipulated using the expert systems as described
in the previous section. Second, as Zadeh (1990) included in the
final remark for future improvements, instead of performing the
AHP operations outside the GIS environment, the applications
can be linked ‘tightly’ by developing user-interface, which has been
dealt with in this study.

Some key points found during the brief examination on the
GIS-integration agenda may be summarized as follows: (i) more
researchers are becoming interested in developing a closely inte-
grated GIS decision module utilizing macro languages such as
AML to be able to perform both modules in a flexible and user-
friendly environment; (ii) the benefits of using expert GIS be-
come obvious, especially when the type of problem requires
analysis of factors that depend on information of geographic lo-
cation or when complicated GIS data processing steps controlled
by experts’ decision rules need to be simplified or automated;

(iii) the research trend of GIS-mathematical modeling integra-
tion indicates that multi-criteria MCDM techniques are preferred
over deterministic optimization models especially in areas that
require consideration of MCDM trade-offs and of the user’s in-
tervention for priority setting.

The Framework of the System

Two-phase Process
The search process for potential industrial sites involves multiple
steps that can be divided into two general phases—a physically
suitable area search and a community search. The physically suit-
able search phase, or Phase 1, refers to finding areas that meet
ideal physical, environmental, or geographical conditions such
as soils, vegetation, slope, hydrology, and transportation. The
community search phase, or Phase 2, identifies a set of preferred
communities and their surrounding areas among the alternative
communities. This represents the process for industrial site selec-
tion seeking to narrow the search scope from larger and more
inclusive regional potential areas to specific communities
(Moriarty 1980).

The proposed system was designed to make it possible to
identify feasible sites that satisfy a set of criteria included in the
decision process. The system then continues its operation to per-
mit a comparison of the communities based on their attributes.
The final result will be identifying suitable sites as potential in-
dustrial areas within the vicinity of a chosen community.

Identification of Decision Criteria for Each Phase
The two phases utilize different decision criteria: one extracts the
spatially feasible areas by means of land suitability analysis based
on the physical or geographical conditions for the given task.
The other searches for or places in order preferred communities
according to their social, economic, or environmental character-
istics, including labor climate, economic costs, and living condi-
tions. Tables 1 and 2 illustrate a framework of how the criteria
for each phase can be organized. The criteria in Table 1 represent
physical or engineering suitability criteria that can be delineated
on maps. Depending on the intended purpose of a task, mea-
surements may be chosen for expressing the land suitability us-
ing nominal, ordinal, and ratio scales. These measurements are
also categorized into judgmental or objective scales: judgmental
scales rely on expert judgment to provide the scores while objec-
tive labels employ scientific measurement methods to represent
the appropriate values.

Table 2 shows an example of community criteria and values
used for comparing the communities. As in Phase 1, the criteria
are determined using objective data or are assessed judgmentally
and can be categorized using nominal, ordinal, and ratio scales.
For example, the number of public schools in a city measured
using the ratio scale and given as objective statistics can be evalu-
ated judgmentally to represent the education climate by means
of ordinal scales such as good, fair, and poor. The primary differ-
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ence between the two phases is that Phase 1 criteria such as soils,
slope, or vegetation can be constituted as a thematic map for the
suitability analysis. The decision criteria in Phase 2, the commu-
nity search phase, typically do not involve mappable attributes.
Because one city is considered as one point in intercity compari-
sons at a regional scale, the characteristics for a city function as
point attributes rather than as physical regional attributes that
can be depicted in two-dimensional polygons or regions.

Phase 1: Site Suitability Analysis. The steps involved are shown
in Figure 3. These steps represent the flow of tasks and the indi-
vidual modules of the system where the tasks take place. As de-
scribed above, the decision criteria and corresponding GIS map
layers required for the task are prepared. For community deci-
sion criteria, statistics are obtained from various sources. Depend-
ing on the types of criteria, especially in the case of qualitative
criteria, some values need to be assessed judgmentally on an or-

Table 2. Selected community decision criteria for industrial facility siting and  an example of comparative analysis.

Characteristic City A City B City C Measurement
Labor Climate
� Availability good good fair Ordinal
� Population 231,000 379,000 296,000 Ratio
� Productivity fair good good Ordinal
� Unionization extensive little moderate Ordinal

Transportation
� Access to major highways good good good Ordinal
� Number of truck terminals 8 11 6 Ratio
� Railroads good good fair Ordinal

Economic Costs ($ per year)
� Labor ($ per hr. ) 3.45 3.46 3.50 Ratio
� Freight 1,982,000 2,243,000 2,019,000 Ratio
� Utilities 650,000 677,000 516,000 Ratio
� Taxes 376,000 212,000 276,000 Ratio

Living Conditions
� Urban population 51,000 60,000 38,000 Ratio
� Housing reasonable very good very good Ordinal
� Public education fair 2 3 Ordinal
� Colleges 0 good good Ratio
� Hospitals good good good Ordinal
� Recreation fair good good Ordinal
( Adapted from Moriarty 1980, p. 136 )

Geology
� distance to faults Ratio
� absence of permeable rock Nominal
� depth to aquifer Ratio

Topography
� slope Ratio
� protection from flood Ordinal

Soils
� soil drainage Ordinal
� erodibility Ordinal
� soil strength Ratio

Hydrology
� drainage density Ratio
� flood frequency Ratio
� hydrologic classes Nominal

Transportation
� Highway accessibility Ratio
� Accessibility to truck terminals Ratio
� Accessibility to railroads/air/water Ratio

Hazards / Environmental Sensitivity
� Seismic zone Nominal
� Danger of rock disintegration Nominal
� History of land slide Nominal
� Natural habitat Nominal
� Soil fertility Nominal
( Adapted from Briassoulis 1995, p. 300-304 )

Table 1. Selected physical suitability decision criteria for industrial facility siting.

Criterion Measurement Criterion Measurement
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dinal scale. These criteria are organized and attached to the com-
munity data layer for the community search phase.

Next, the expert system module is used to derive the neces-
sary map layers and the expert-recommended constraints to be
processed in the following step choices. The expert system allows
the user to specify data layers for analysis and, based on the user-
provided industry type, reviews the stored decision rules and
makes inferences regarding threshold values that should be satis-
fied when producing the feasible alternatives. The user is also
able to accept, reject, or modify the recommended values as nec-
essary. The end result of this step is the creation of map layers
such as soils and slopes and their corresponding constraints. When
the user wishes to view the set of extracted criteria and values,
they are written to an ASCII file and exported to the GIS.

The role of the GIS is to generate a set of feasible solutions
representing the relative land suitability with respect to any given
map layers and to display it. The GIS read the communication
file exported from the system that contains the expert-recom-
mended or the user-specified map layers and the minimum con-
ditions to be satisfied. The GIS user-interface displays these maps
and feasible values, allowing the user to choose any combination
for visualization. When a single map is selected, the GIS show
the map layer on which the feasible areas satisfying the required
condition are depicted. When more than one map layer needs to
be displayed, spatial analysis operations are used between the lay-
ers to create a composite map layer that satisfies all the minimal

threshold values of the chosen maps. Thus, the GIS analyze and
show the sites that meet the required suitability conditions of the
user-chosen map layers.

In brief, Phase 1 uses the expert system to produce the desir-
able criteria values for the different environmental criteria and
the GIS to determine the alternative sites that best satisfy these
values. To facilitate the iterative and complementary nature of
these two steps, the GIS and the expert system are integrated
with the methodology described in the next section. With the
iterative characteristics of the system made possible by the inte-
gration and the development of the user-interface, it is possible
to make a more informed decision by viewing the alternative
outcomes regarding a broad range of criteria.

Phase 2: Community Search. After identifying the geographical
areas best suited for the given type of industry, selection of the
most appropriate community within the predefined region can
be made. Comparing alternative communities involves consider-
ation of the multiple criteria that have nonspatial and conflicting
characteristics and, hence, a systematic method is required. The
AHP was employed to address this multi-criteria problem. When
coupled with the GIS, the AHP becomes a module that can be
accessed within the GIS without the need to quit the other com-
ponents of the program.

The community search phase begins by preparing the deci-
sion factors and constructing a hierarchical structure that will
serve as the input data in the AHP module. The AHP involves
prioritizing the decision factors based on the hierarchical frame-
work, descending from a goal of the task, to group criteria, down
to subcriteria (and further to their children criteria if they exist),
and finally to the alternatives (i.e., communities to be compared).
Table 2 shows an example of how the hierarchical structure of
decision factors can be established, in which economic costs is
one criteria, while wage, utilities, and taxes are subcriteria, and
three cities are presented as final alternatives. A user-interface
and an effective strategy have been developed to extract the deci-
sion criteria and the corresponding attribute values from the com-
munity GIS data and to organize them hierarchically as the
user-preferred tree structure. The extracted criteria structure and
the values are written to an ASCII file as the means to export
information required by the AHP module.

Once the necessary information is prepared using the GIS,
the AHP can begin. In the AHP, it is possible to attach a relative
preference measure to each criterion selected in the previous step.
The hierarchy of the decision criteria that has been established
facilitates this process by permitting the focus to be on compar-
ing a small number of criteria at a time. Setting priorities is aided
by the pairwise comparison aspect of the AHP, which allows a
comparison of only two criteria at once, eliminating the poten-
tial confusion of having to estimate multiple criteria simulta-
neously. The acquired relative weights of the criteria in different
stages of comparisons are synthesized, yielding the composite
priorities of all criteria and eventually the relative weights of the
alternatives (i.e., the communities).

Figure 3. The procedure for industrial site selection using the proposed
methodology.
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As depicted by the feedback loops in Figure 3, the commu-
nity search phase with the AHP and the GIS is iterative along
with the site suitability analysis phase, allowing the user to toggle
between modules. To reestablish the hierarchical structure and
decision factors, it is possible to return to the GIS to interact
with the user-interface and to extract the desired values and struc-
ture from the community data layer.

When the community prioritization phase is finished, a com-
posite analysis can be processed permitting an evaluation of the
communities that have been ranked according to their priorities
with relation to the physically suitable sites obtained in Phase 1.
If the maximum distance to locate the facility from a given city is
specified, the GIS generate a composite overlay map that nar-
rows the scope of suitable areas to the prescribed circumference
around the alternative communities. Finally, the end evaluation
is performed on the screened sites within or around the commu-
nities with the necessary information (e.g., the total area of the
sites is displayed as an optional choice). Having evaluated these
results as intermediate decision products, either the suitability
map generation or the community prioritization can be repro-
cessed as necessary.

System Development

Building an Expert System
Jackson (1990) defines an expert system as “a computer program
that represents and reasons with knowledge of some specialist
subject with a view to solving problems or giving advice.” An
expert system can simulate the reasoning process of a human ex-
pert in a specific problem domain. The primary utility of an ex-
pert system is that it can generate with speed and reliability a
solution to a complex subject matter that normally requires a
considerable amount of human input. As described in the previ-
ous section, the role in this system is to store the expertise of the
site suitability analysis and to derive the suitability conditions
based on a specific industry type. As a siting expert would do, the
expert system checks the rules or principles to locate ones that
meet the siting criteria associated with the input industry type
and to generate the expert-recommended siting conditions.

This study uses the C Language Integrated Production System
(CLIPS) for the development of the expert system module in the
integrated system. CLIPS is a development and implementation tool
for expert systems that was developed by NASA at the Artificial In-
telligence Section of the Johnson Space Center (Software Technol-
ogy Branch 1993). CLIPS provides a forward-chaining rule-based
feature. The justification for using forward chaining (see Prerau 1990)
instead of backward chaining is that the type of problem in this
research is to reason from facts (which match conditions) forward to
conclusions and not to posit definite goals first. Other reasons for
using CLIPS are its ease in integrating with external systems and its
availability for using procedural support, which are essential in writ-
ing a file exchange module and the control of user-interface.

The system was designed to determine the suitability condi-
tions for a given industry type (e.g., chemical industry). It has

rules regarding several disciplines (e.g., topography, environmental
protection, and transportation). These disciplines act as classes
and the subcriteria for each are regarded as objects (e.g., soils,
slope, streams protection, land use, and access to highway) with
their attributes (e.g., soil-drainage heavy industry, slope ware-
house industry, and stream-buffer heavy industry). Table 3 shows
an example of how the acquired decision criteria are organized.

Table 3. A selected list of knowledge representation.
Class     ➔ TOPOGRAPHY
Object    ➔ SOILS
Attribute ➔ � Soil drainage condition for warehouse

industry
� Soil drainage condition for heavy industry
SLOPES
� Appropriate slope range for warehouse

industry
� Appropriate slope range for heavy industry

ENVIRONMENTAL PROTECTION
STREAMS
� Stream buffer distance for warehouse in-

dustry
� Stream buffer distance for heavy industry
LAND USES
� Appropriate land uses for warehouse in-

dustry
� Appropriate land uses for heavy industry

TRANSPORTATION
HIGHWAY ACCESS
� Highway access for warehouse industry
� Highway access for heavy industry
RAILROAD ACCESS
� Railroad access for warehouse industry
� Railroad access for heavy industry

The organized decision criteria are converted to the knowl-
edge base of the expert system in the form of “if-then” rules such
as “If <conditions> are true, then <consequences> are true,” or
“If <conditions> are true, then do <actions>.” Many “action-ori-
ented” rules are included whose consequent parts either asks for
input from the user or sends the result to the GIS for visualiza-
tion. When a “visualization rule” is triggered, the suitability con-
ditions inferred from the industry type are written to a text file to
be transferred to the GIS for map operation and visualization.
Figure 4 shows examples of rules in the system.

The decision rules organized using “if-then” statements are
translated into the operational CLIPS programs. The rules are
classified into two parts. The first set of rules is for controlling
the procedural methods, which includes gathering information
from the user, assigning values to variables, and writing the nec-
essary information to an ASCII file. The second set of rules is for
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heuristic reasoning to find a conclusion or solution. Based on the
forward chaining method, the system takes all the facts (initial-
ized by the user input (i.e., an industry type) and distinguishes
what can be determined from them. The rule is “proved” and the
conclusion is added to the existing set of known facts.

Communication between Expert System and GIS
The GIS and the expert system are interfaced at the level of file
sharing, or ‘loose coupling,’ where both programs can send in-
formation or input to each other (Figure 5). This is achieved by
using ASCII files as the communication means in a format that
either the GIS or the expert system can read as input data. The
Arc/Info GIS software provides its interpretive control language,
AML, that makes it possible to sequence Arc/Info commands,
invoke other programs, and accept external inputs. This study
used the AML when reading and executing information written
in an ASCII text file sent from the expert system and when writ-
ing a file for returning to the expert system module.

If the expert system activates rules that require GIS operation
and display of a result, it writes in an ASCII file the necessary

Figure 4. Examples of rules in the system.

Figure 5. GIS-expert system integration.

information, such as the kinds of thematic map layers to be evalu-
ated and the respective suitability conditions. On the GIS side, the
AML takes the ASCII file, translates the contained information,
and displays it on the user-interface. For example, the text file may
contain lines that cause the GIS to perform a map overlay opera-
tion to display the good-access areas among the moderate slope
areas determined during the expert systems processes. In the GIS
suitability analysis phase, it may be desirable to return to the ex-
pert system for another set of map layers or a modification of the
recommended constraints. The AML writes the returning signal
required by the system, which is in a waiting mode, and control is
returned to the expert system, which continues its process. The
system was designed to work under the UNIX operating system,
which supports full multitasking windows enabling the GIS and
the expert system to be active simultaneously.

The Analytic Hierarchy Process
The most frequently raised problem in MCDM is how to estab-
lish weights for a set of activities according to importance. Loca-
tion decisions such as the ranking of alternative communities are
representative multi-criteria decisions that require prioritizing
multiple criteria. Saaty (1980) has shown that this weighting of
activities in MCDM can be dealt with using a theory of mea-
surement in a hierarchical structure (i.e., the AHP ). The AHP is
a decision analysis technique used to evaluate complex multi-
attributed alternatives with conflicting objectives among mul-
tiple players (Weiss 1987). The AHP employs a systematic
procedure for representing the elements of a problem hierarchi-
cally, enabling the subproblems to be easily comprehended and
evaluated. By breaking down a problem into homogeneous clus-
ters and subdividing the clusters into smaller ones, large amounts
of information can be integrated into the structure of a problem
and a more complete picture of the whole system can be formed
(Saaty and Kearns 1985). Simple pairwise comparisons are fun-
damental in the process and are used for developing priorities in
each hierarchy. Theoretical background of the AHP can be found
in voluminous literature (e.g., Yager 1979, Saaty 1980,1987a,b,
1990, Saaty and Kearns 1985, Zahedi 1986, Weiss 1987) and is
not discussed here.

Integration of the AHP with the GIS
Once the hierarchy for a problem is established, the same proto-
typical methodology can be applied level by level, regardless of the
complexity of the hierarchy. Basically, the process seeks to assess
the weights of the lower hierarchy level with respect to the level of
criteria immediately above. Locally obtained weight values are used
to generate the composite weights of the next lower hierarchy level
and, ultimately, to produce the global weights of the alternatives
with respect to the overall objectives of the problem.

The structuring in the first step is crucial in that it prescribes
the sequence of the entire process; as a result, the outcome is
heavily dependent on this step. Choosing factors that are impor-
tant to the decision and organizing them into a hierarchy should
reflect the problem as thoroughly as possible. At the same time,
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stored in the INFO table. The shape of the hierarchy, including
the number of levels and the number of tree branches, can vary
according to the evaluation method. When the items in the INFO
table are selected as subcriteria to be placed in the hierarchy, the
corresponding values are extracted and written to an ASCII file.

As the structuring progresses, the AML writes to an ASCII
file the step-by-step information representing the current status
of the element in the hierarchy and the attribute values acquired
from the INFO table. Supposing the hierarchy is designed as in
Figure 6, the complete ASCII files containing data such as the
current level, the accumulated tree information, the order of the
parent tree, the order of the current element in the level, the
name of the factor, the number of the descendant elements, and
the value of the items will be read in the AHP program and inter-
preted as shown in Figure 9.

The Composite Analysis
The composite, or final, analysis identifies and evaluates the can-
didate areas by taking into account the results from the suitabil-
ity analysis phase and the community prioritization phase. After
identifying the suitable sites for a given industry and evaluating
the characteristics of the communities, it might be desirable to
check the site suitability around these communities. These areas
can be displayed on the screen by defining the circle radius (i.e.,
the buffer zone) to be drawn around each community and per-
forming a map overlay of this layer on the layer of the suitable
sites for the entire region. Since the community prioritization

Figure 6. Hierarchy for selecting a community.

Figure 7. The system architecture for the integration of the GIS and
the AHP

Figure 8. The structure of the community data layer and the INFO file.

this task should allow for the restructuring of the hierarchy when
necessary, which is highly possible considering the multiple and
diverse elements. To facilitate the structuring task, this study de-
veloped an effective program logic and the user-interface to be
used in the preliminary step for the AHP. The user-interface al-
lows formulation of the hierarchy while the internal routines ac-
cess and read the necessary database portion (in Arc/Info, “info”)
of the GIS data layer (in this study, the community layer) to
construct data files that serve as input when required by the steps
of the AHP. Such criteria as shown in Table 2 can form a hierar-
chy as seen in Figure 6. There is no limit to the number of levels
in a hierarchy since this method can be applied level by level
until the lowest alternative level is evaluated.

A computer program written in C language to implement
the AHP was designed to use the hierarchy of decision elements
as step-by-step input data. To structure hierarchy, a separate pro-
gram was written in AML. These programs can be accessed by
the user from the main menu and used separately in the
multitasking environment, one in the user-interface of AML and
the other in text-based mode in a different window.

The hierarchy-structuring module functions as the prepara-
tion for the input data required by the AHP mode. The data are
integrated at the file communication level where the earlier mod-
ule writes information regarding the user-specified hierarchy and
decision factors to ASCII files (Figure 7). When the AHP is
launched by the user, the program takes the ASCII files as argu-
ments and continues the process while interpreting the informa-
tion in the files. The feedback loop between the modules (depicted
in Figure 7) represents the case in which the decision criteria or
the hierarchical structure are modified. The hierarchy and the
criteria contained are not fixed and are subject to change as nec-
essary. Portions can be altered to accommodate additional crite-
ria for more precise evaluation of the problem or to remove criteria
that are no longer pertinent. This iterative feature enables the
user, who in many cases does not have a clear understanding of
the problem, to shape ideas and to refine the problem by exam-
ining the consequences of the judgment choices and appropri-
ately altering them.

In constructing the hierarchy, the AML accesses the INFO
part of the community data layer to acquire the attribute data stored
in the form of quantitative values. Figure 8 shows how the decision
criteria and their values, such as those presented in Table 2, are
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was done in a different window under the multitasking environ-
ment, the final result and the intermediate steps produced in the
program running session can be viewed. Figure 10 shows the
final result of the AHP program as displayed on the screen and a
conceptual diagram of the overlay analysis.

Although this is the ultimate solution search step through-
out the process, the decision scenarios can be modified since the
modules for the phases do not proceed based on a one-direc-
tional task flow but can be invoked from the main menu sepa-
rately by returning to Phase 1 or 2. For example, Community B,
which has been evaluated as the front runner using the AHP,
may not be attractive after the suitable areas have been identified
and displayed. This may occur if all the candidate areas in Com-
munity B are too small or too far from the center of the commu-
nity compared to other communities or other positive features
are highlighted that Community B does not have. These factors
were not counted during the process due to oversight or igno-
rance of the expected small impact, and may be significant enough
to change the course of the analysis and to incorporate those
factors for a better decision.

The presented system has usefulness because it is not realis-
tic to expect frequent changes in a project once considerable time
and effort have been expended. The system enables a more de-
sired decision to be made by examining the consequences of a
series of judgments regarding the selection of objectives, decision
criteria, and the attribute values, and easily generating a new set
of feasible solutions based on changes in judgment.

Conclusions
The primary objective of the study was to facilitate the site selec-
tion processes in the presence of multiple and diverse decision
criteria using expert GIS equipped with multi-criteria decision
support capability to incorporate the preferences of the person
making the decision. To achieve this, effort focused mainly on

the following sub-objectives: (i) to integrate the expert system
and the GIS to facilitate the site suitability analysis by means of
judgment rules of the expert system in determining various physi-
cal suitability constraints for generating and displaying compos-
ite suitability maps in the GIS; (ii) to employ a multi-criteria
decision tool (in this study, the AHP) to accommodate trade-offs
among the multiple and conflicting decision criteria in deter-
mining a preferred community; (iii) to design flexible feedback
loops throughout the decision-making process to allow the user
to revise the intermediate decisions by examining the conse-
quences and to gradually narrow the solution space to reach a
desired solution; and (iv) to develop an efficient graphic user-
interface by which the modules in the system are seamlessly linked.

The primary significance of this study may be in the effec-
tiveness of the decision-making. The critical aspects of a decision
support system are as follows: (i) the system should offer guid-
ance in examining the solution alternatives before arriving at a
decision; (ii) the system should help define the problem and con-
sider possible factors; and (iii) the decision steps should be dis-
cernible and not cognitively demanding to the user. These
characteristics are incorporated in the system presented here and
described in detail as follows.

To permit an examination of the consequences of decisions,
the system focused on iterative features. With flexible feedback
loops connecting steps throughout the system, an evaluation of
the results of potential scenarios and a more informed decision
can be made. In determining site suitability, overlay maps can be
visualized that vary according to the inclusion of experts’ recom-
mended values or of user-specified constraints. The site condi-
tions may be gradually formulated to fit to the problem while
evaluating diverse feasible alternatives using the combinations of
potential threshold values. Also, the AHP methodology has the
theoretical basis to allow ideas to be shaped regarding initially
uncertain priorities for a list of criteria by permitting a check of

Figure 9. Example of the information contained in the ASCII files.
Figure 10. Composite analysis.
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the weights or consistencies that change based on the user’s input
at each step of pairwise comparisons. These characteristics con-
tribute to generating judgments that are more likely to be correct
and ultimately reaching a decision by reducing the feasible alter-
natives. Similarly, the structured framework of the system en-
ables a more thorough decision to be made by reviewing the
problem and the situations surrounding it more fully.

Problems regarding site selection or location analysis gener-
ally result in a number of alternatives and involve a large and
diverse set of decision factors. This may result in confusion re-
garding the selection of the criteria, how the criteria should be
weighted, or, sometimes, how to define the problem at the onset
of the problem solving. The way to shape unstructured reality is
through understanding the problem, eliciting relevant informa-
tion, revising the possible consequences of the judgments, and
compromising these consequences. The automated suitability
analysis module provides an incremental or flexible evaluation
scheme applied to relevant map layers, which helps define the
desired suitability conditions by examining each composite map.
In addition, the hierarchical framework of the AHP and the user-
interface designed to interact with the GIS data allow only the
tractable size of the entire decision elements to be handled and
synthesized. This approach aids in promoting clear thinking and
understanding regarding a problem and can reduce the chance of
issues being overlooked. The features in the system enhance the
ability to tackle complex and unstructured problems while help-
ing to conceptualize the problem and ensuring that the often-
crucial elements in the art of decision making are not neglected.

Another utility provided by the system is that the decision
steps are explicitly given to the user during the system operations
and are cognitively less demanding. In generating solutions, the
user can interact with the responses of the system through the user-
friendly interface, reinforcing the validity of judgment choices. Also,
the flow of the system processes and the hierarchical structuring in
the AHP reflect our natural tendency to advance the overall fea-
tures described above (i.e., features involving iterative, hierarchi-
cal, and interactive capabilities of the system all contributing in a
systematic and comprehensive manner to an appropriate decision
with respect to quality, time, and convenience).

Finally, suggestions for improvement and issues for future
research are discussed as follows: (i) as in this research, most ap-
plications using the AHP method are based on using crisp num-
bers such as 1 to 9 in the pairwise judgments. However, to
accommodate potential uncertainty associated with one’s percep-
tion (or judgment) regarding the relative importance of the ele-
ments, the use of fuzzy logic is suggested. In this case, the priority
among the alternatives may be derived via the use of member-
ship functions to estimate the different degrees involving the evalu-
ation (e.g., of the degree of satisfaction with the judgment); and
(ii) the AHP can be used in a multiple user group setting. Al-
though this research assumes a single user in determining the
priorities of decision criteria and alternatives, industrial develop-
ment processes generally involve a range of stakeholders such as
informed citizens, industry representatives, elected officials, and

professional municipal staff. Very often, individuals differ in the
importance of a particular factor in the decision or even the fac-
tors that are relevant. Improvements can be suggested using the
prototype in such a way that group sessions are imbedded into
the integrated system to find a consensus between the partici-
pants in a more general and flexible framework. The process will
then be focused on determining a compromise to a multi-criteria
problem that best coincides with the preference structures of the
users. Utilization of AHP and the GIS allows all participants to
visualize preferences and consequences during negotiation ses-
sions. The uniform framework and information base represented
by this prototype system could play a significant role in develop-
ing community consensus regarding proposed industrial devel-
opment.
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Beginning June 15th URISA and the Federal Geographic
Data Committee invite you to take part in the joint sur-

vey: “Managing our Knowledge about Metadata”. The fo-
cus of the survey will be the importance of standardized
“metadata” (the information and documentation needed to
acquire geographic data and determine its relevance) and
the sharing of knowledge about how to make metadata most
useful to all. Pamela Butler, the Project Committee Chair
for URISA provides the summary, “The overall purpose of
this project will be to assess the applicability of Internet and
telecommunications technologies to support knowledge
management tools. It is the idea that these tools and tech-

nologies will draw on and support National Spatial Data
Infrastructure (NSDI) constituents.”

The survey will first be made available on our website
at www.urisa.org/metadata.htm. A paper-based form of
the survey can also be downloaded, in Adobe Acrobat
form, at the preceding web address. URISA asks that all
its members and interested individuals alike take part in
this important questionnaire, and voice their opinions
and thoughts on a subject of great relevance to all IT and
GIS professionals.

Attention all URISA Members


